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Presenter
Presentation Notes
Modeling work on cognition has generally been abstract and top-down, not directly tied to the biophysics of brain activity. The work I’m describing today shows how brain rhythms in the areas participating in working memory may play critical roles in cognitive function.  Much theoretical work has explored the maintenance properties of persistent spiking. The work here focuses instead on how subsets of WM activity can be selectively read-out without disrupting the maintained representations.

In particular, I’m going to start by talking about the role of rhythms in routing neural activity, in general, and then apply this to understanding how rhythms affect whether persistent activity drives output cells. Most of the talk will be about a mechanism that uses rhythms to vary how effectively a population drives its targets. This mechanism will then be used to select subsets of persistent activity for read-out. The general routing results were conserved across multiple cell models of varying complexity and populations of varying sizes (1-1000 cells); results shown herein were obtained using simple HH models and nE=10.
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Presentation Notes
Fluid flowing through a pipe can be routed through one or another pathway by flipping a switch.
Activity flowing through a neural network can be routed through one or another pathway by varying spike rates, coherences, and network rhythms.

Note: routing here relates to transmission efficiency and the ability to activate the reader of multiple assemblies.

--------------------------------------------------------------------------------------------
comment: 
this could also be considered a study of 
	transmission efficiency or 
	the ability to activate the reader of multiple assemblies
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cell types 
L,R: (Na,K,L) 
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Presentation Notes
Alternate routes (output pathways L & R) are represented by separate populations of neurons 

Routing will be assessed by comparing the activities of cells L and R.




cell types 
L,R: (Na,K,L) 
E: (multiple models) 
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Presentation Notes
Two input populations project to (excite) separate output pathways.
A third input population projects to both output pathways, effectively “mixing” with the other inputs.

The relationship between the mixing population and the others will be related to the difference in output activities.
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cell types 
L,R: (Na,K,L) 
E: (multiple models) 
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(independent Poisson inputs) 
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cell types 
L,R: (Na,K,L) 
E: (multiple models) 

Neural routing model 

Presenter
Presentation Notes
Independent spike trains drive each of 3 input populations consisting of HH-type spiking neurons.
Routing (between output pathways) will depend on the relative rates and coherences of the Poisson-driven input populations.
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Presentation Notes
rate-routing: more active cells drive more output activity
(obviously)

note strong drive: one spike triggers one spike
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Presentation Notes
rate-routing: more active cells drive more output activity
(obviously)
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E2 

shared input to E1, E2 equal rate input to E3 
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Shared input increases spike coherence 
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measure spike coherence: 

Presenter
Presentation Notes
coherence-routing: more coherent pairs drive more output activity

(obviously). note weaker drive: two spikes necessary to trigger one spike

the shared input to E1,E2 produces correlations in their spike timing. 
spikes from E1,E2 drive an output pathway C, the output driven by correlated activities
spikes from E2,E3 drive an output pathway NC, the output driven by non-correlated activities

simultaneous spikes are better at driving their targets. (see zoomed figure)
how close spikes are in two spike trains will be measured using spike coherence, which varies between 0 (no simultaneous spikes) and 1 (all simultaneous spikes).
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Spike coherence facilitates routing 

(varied strength and rate of shared input) 
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coherence coherence 
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normalized routing 
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Presentation Notes
coherence-routing: more coherent inputs drive more output activity
(obviously)

one sentence to describe each data subplot
	coherence is greater between populations with correlated inputs
	greater coherence produces more output

in almost all of the simulations, the output from the correlated inputs is significantly greater than the output from the non-correlated inputs.

“this is not new”



Prefrontal cortex generates rhythms 
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Presenter
Presentation Notes
prefrontal cortex generates rhythms (in isolated slices with excitatory agonists).
the strength of rhythms will be quantified using power area around the spectral peak.

Q: how do rhythms affect routing?



Feedback inhibition supports rhythms 
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Presentation Notes
feedback inhibition produces rhythmicity
rhythms change routing properties

feedback inhibition produces rhythms paced by the time constant of inhibition (tauIE).
this can produce beta and gamma depending on tauIE as mediated by different kinds of interneurons...
the rhythms i’m talking about here are mediated by INs with a longer time constant (longer than FS cells), ... which produces beta...
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• non-monotonic relation between routing and inhibition 
• linear increase in routing with rhythm power 
• breaks down for shorter time constants (faster rhythms) 

ro
ut

in
g

 
ro

ut
in

g
 

7 

2 

𝑓𝑓𝐿𝐿𝐿𝐿𝐿𝐿 = 35𝐻𝐻𝐻𝐻 
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Presentation Notes
rhythm effects: stronger rhythms facilitate coherence-routing; true for beta, not gamma
(“...this is what we are interested in...”)

correlated inputs alone can produce routing. but add population rhythms and it does better
population rhythms synchronize cell assemblies, which increases their spike coherence.
rhythms increase coherence; coherence increases output

routing is a complicated function of inhibition; the inhibition non-monotonically produces the rhythm; and the rhythm monotonically enhances routing. it’s the rhythm that really matters. this only holds for a range of decay times appropriate for beta, and it breaks down when the inhibition decays too fast.

10 repetitions
varied gIE=[0,8]





Application to read-out of working 
memory (in progress) 
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recurrent excitation produces persistent spiking
I-cells balance that excitation
CB cells induce beta rhythm
Output O cells read-out the WM activity
-----
FS and CB. mention also gamma (from FS) – as “throw away” line. then focus on CB and beta

in addition to what I’ve been talking about, we now have asynchronous persistent activity (due to slow recurrent excitation)

say 
where the decision of what to read-out is coming from (likely ACC, but not explicit)
what produces the correlations (drive to CB)

say - now we have:
- recurrent excitation for  persistence
two interneuron populations (balance recurrent excitation and produce beta rhythm)

Main point to make in 2 slides:
something can be maintained in WM without being read out; 
inducing rhythms can allow selective read out of subassemblies.
(be clear that “read-out” and “routing” are ~ equivalent)
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Rhythm allows selective WM read-out 
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WM application: beta rhythms can facilitate selective output of WM attractor subcomponents w/o disrupting them

we can have a stable attractor maintaining working memory content and use rhythms to selectively read-out subassemblies without altering the attractor.

mention asynchronous activity wrt persistence; ... (people like that and a lot of work has been done that uses async activity)

be clear what the inputs are that are creating the selection (e.g., nonrhythmic correlated inputs to CB interneurons)

“simulations show that beta in the CB-targeted cells that increases their coherence, resulting in greater activity in output cells
you do not get this in the persistent cells that are NOT targeted by the active CB cells”
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• Beta rhythms enhance routing by increasing 
spike coherence 

• Application to working memory: coherent inputs 
to selected CB cells determine which persistent 
assemblies can drive downstream targets 

• Joint with N Kopell 
• Consulting from: H Barbas, M Whittington, 

F LeBeau, N Adams 
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WM speculation: beta rhythms facilitate transient binding of WM basis elements (maintained in RNN spiking) 
i.e., facilitate the ability of a set of elements to produce an output that drives a downstream target
�Conclusions/punchlines:
rate-routing: more active cells drive more output activity
coherence-routing: more coherent pairs drive more output activity
rhythm effects: stronger rhythms facilitate coherence-routing; true for beta, not gamma
WM application: beta rhythms can facilitate selective output of WM attractor subcomponents w/o disrupting attractors
WM speculation: beta rhythms facilitate transient binding of WM basis elements (maintained in RNN spiking)
�Hypotheses:
maintenance = online (active) basis (analogy: legos)
rhythms = transient binding of elements from basis
WM representation = readout function (as downstream effector) defined on the active basis
H: RL trains ACC projections to CB cells s.t.rhythms facilitate context-dependency via routing efficiency effects that shape the active WM basis
H: ACC-CB projections coordinate with neural systems for decision making to shift the active basis to support the current cognitive set

Implications:
Start (at GRS) with the less controversial story - that representations (lego-constructed objects) are maintained in persistent activity and are *retrieved* (ie, bound and relayed downstream) by vibration/synchrony; note: this is fully consistent with Baddeley's model. Then become more controversial, challenging Baddeley's model -- propose that representations (objects), as such, are not maintained, only the lego pieces are, and that the representation, as such, comes into being only when the legos are bound together downstream, and thus are defined only w.r.t. reader neurons/assemblies; reinforcement learning, driven by the consequences of reader-activated effectors, strengthens the ability of conscious effort (ie, through prefrontal cortically-mediated cognitive processes) to activate synchrony-inducing interneurons by effectively training readout functions of the lego-containing persistent reservoir (this process may involve ACC feedback to LPFC and the closed-loop between them).
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